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Abstract

Let G = (V, E) be a connected simple graph and let dg(u,v) denote the
distance between two vertices u,v in G. Sohel Rahman and Kaykobad
(Inform. Process. Lett. 94 (2005), 37-41) proved that if dg(u) + dg(v) >
|[V(G)| — dg(u,v) + 1 for each pair of nonadjacent vertices v and v, then
G has a hamiltonian path. In this paper, we determine the structure of
such graphs and prove that for every longest cycle C' of G, the subgraph
G — V(C) is complete or empty.

1 Introduction and main result

All graphs considered in this paper are connected simple graphs. We denote the
vertex set and the edge set of a graph G by V(G) and E(G), respectively. For two
vertices u,v € V(G), the distance d(u,v) between u and v is the length of a shortest
path between v and v in G.

For a vertex u of G, the set Ng(u) = {v|uv € E(G)} is called the neighborhood of
w in G. The degree of u in G is |Ng(u)|, denoted by dg(u) or d(u).

* Research partially supported by NNSFC under no. 60174007 and by PNSFS under no. 20011001.

f Corresponding author. E-mail address: ruijuanli@sxu.edu.cn

¥ The author is supported by a grant from “Deutsche Forschungsgemeinschaft” as an associate
member of “Graduiertenkolleg: Hierarchie und Symmetrie in mathematischen Modellen” at RWTH
Aachen.



28 SHENGJIA LI, RUIJUAN LI AND JINFENG FENG

A subgraph induced by a subset X C V(@) is denoted by G[X]. In addition,
G- X =G[V(G) - X].
A path (a cycle, respectively) of G is called a hamiltonian path (hamiltonian cycle,

respectively), if it contains all vertices of G. The graph G is said to be hamiltonian,
if it has a hamiltonian cycle.

It is well-known that the hamiltonian cycle (as well as the hamiltonian path) problem
is NP-complete, and many sufficient conditions, respect to various parameters, have
been found (see [1]), e.g.

Theorem 1.1 (Ore [3]) Let G be a graph with n vertices. If d(u) + d(v) > n for
every pair of nonadjacent vertices u and v, then G is hamiltonian.

We say that a condition, described in the form dg(u) + dg(v) > f(|V(G)], dg(u,v))
for every pair of nonadjacent vertices u and v, is of Ore’s type.

The next theorem states that the graphs satisfying a condition of Ore’s type contain
a hamiltonian path.

Theorem 1.2 (Rahman, Kaykobad [4]) Let G be a connected graph with n > 3
vertices. If d(u)+d(v) > n—d(u,v)+1 for every pair of nonadjacent vertices u and
v, then G has a hamiltonian path.

It seems to be interesting to determine the structure of such graphs. In this paper,
we prove the following:

Theorem 1.3 Let G be a connected graph with n > 5 vertices. If d(u) + d(v) >
n — d(u,v) + 1 for every pair of nonadjacent vertices u and v, then G contains a
cycle and for every longest cycle C in G, the subgraph G — V(C) is complete or
empty.

It is clear that Theorem 1.2 follows from our result.

2 Proof of the main result
The proof of the following lemma can be found in [2].
Lemma 2.1 Let P =vjvy...05 (s >2) and Q = wyws ... w; (t > 1) be two disjoint

paths in a graph G. If dp(wy) + dp(w;) > |V(P)| + 2, then Q can be inserted into P
(i.e.; v1 ... VgQUpt1 ... Vs is a path in G for some 1 < k <s).

Note that for ¢ = 1, Lemma 2.1 states the following: If dp(w;) > PV(ZP)I-‘ + 1, then
w; can be inserted into P.
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Proof of Theorem 1.3: Let G be a graph satisfying the conditions of Theorem
1.3. Under the assumption that G is nonhamiltonian, we determine the structure of
G by the following claims.

Claim 1. G contains a cycle.

Proof. Suppose to the contrary that G contains no cycle. Then G is a tree. Let
P =vvy...vs be a longest path in G. It is clear that 3 < s < n. If s = n, then the
inequality d(vi) + d(v3) =3 < n—1=mn —d(vi,v3) + 1 yields a contradiction. In
the other case when s < n, we have from d(vy,vs) = s — 1 that d(v;) + d(vs) =2 <
n—s+2=mn—d(v,vs) + 1, a contradiction. O
By Claim 1, G has at least one cycle. Let C' = ujus ... u,u; be a longest cycle in G.
Claim 2. The subgraph G — V(C) is connected.

Proof. We prove this claim indirectly. Let H and H' be two components of G—V(C)
with |V(H)| = ¢ and |V(H')| = ¢'. Since G is connected, there is at least one edge
between C and every component of G — V(C). Let Q = uz1zs ... 2zv be a shortest
path from H to H in G — {zy|z,y € V(C)and zy ¢ E(C)}. It is clear that
V(Q)NV(H) = {u}, V(Q)NV(H') = {v} and 2125 . . . xy, is a segment of C'. Assume
without loss of generality that o; = w; for i = 1,2,..., k. Note that d(u,v) < k+1
and m+{+0 <n.

Since neither u nor v can be inserted into C, it is easy to check

and dc(’l}) S E (1)

In the following, we show that d(u) + d(v) < n — d(u,v) + 1 for all & > 1, which
contradicts to the assumption of the lemma.

Firstly, suppose that & = 1. Then, we see that d(u,v) = 2 and

dw) +d(v) = do(u) +de(v) + du(u) + din (v)

< ZAZa-nH(C-1)<n-2
< n—d(u,v)+1.

Next, suppose that & = 2. Then, it is easy to see that d(u,v) = 3. We now consider
the case when m is even and dg(u) = de(v) = 5. From the choice of @, it is
easy to check that No(u) = {uy,us, ..., up—1} and No(v) = {ua, us,. .., un}, hence,
UUZU2VULUs - - . Uy Ui w 1S & cycle longer than C'. This contradiction to the choice of

C, together with (1), yields do(u) 4+ de(v) < m. It follows that

d(u) +d(v) = do(u) +do(v) + du(u) + dar(v)
m+{l-1)+ (" -1) < n-2
= n—d(u,v) +1.

A

Finally, we consider the case when £ > 3.
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If de(u) = 1, then we see from the choice of @ that v is not adjacent with any vertex
of the segmant wm—_(s—3) - .. UmUrts . . . U of C. Note that m > k+(k—2) =2k —2.
Furthermore, since v cannot be inserted into the segment ugUpt1 - .. Upm—(x—2) Of C,
we deduce from Lemma 2.1 that de(v) < f[mf(kff)]fﬁl] < mZEEt Tt follows that

d(u) +d(v) = do(u) +de(v) +du(u) + du(v)
< 1+%k+4+(€—1)+(€’—1)
< 1+n—%—k
< n—(k+1)+1
< n—d(u,v) +1.

Thus, we have dco(u) > 2. By the same argument as above, we have d¢(v) > 2, too.
Define

a=min{i|i > 2 and wy; € E(G)} and [ =max{j|j <m and vu; € E(G)}.

From the choice of @, we conclude that o > 2k — 1 and 8 < m — k4 2. Since u (v,
respectively) cannot be inserted into the segment u,, . . . uUpu; with m+2 — a vertices
(the segment uguyy ... ug with 8 — k + 1 vertices, respectively) of C', we have

m+2—a m+2—(2k—1) m—2k+3
< =
dc(u)—{ 2 W—[ 2 } [ 2 }
and dov) < V—lﬁl}S{(m—k+2)—k+1}:{m—2k+3w
2 2 2
It follows that
d(u) +d(v) = do(u) +do(v) + du(u) + du(v)
< 2{”“22“3%(5_1“(5'_1)
< [(m=2k+3)+1+(l-1)+{-1)<n-2k+2
< n—(k+1)+(3-k)
< n—(k+1)+1
< n—d(u,v) +1.
The proof of Claim 2 is complete. a

Claim 3. G — V(C) is a complete graph.

Proof. By Claim 2, the subgraph G — V(C') is connected. Denote H = G — V(C)
and ¢ = |V(H)|. Clearly, we only need to consider the case when ¢ > 3.

Firstly, we show the following statements: If uu; is an edge of G with u € V(H) and
1 <7 < m, then we have

1) de(uim1) < m — de(u), where wg = uy, for ¢ =1,
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9) dy(u) = — 1.

To prove 1), we assume that there is an integer j with 1 < j < m with wuj, u;_1u;_1 €
E(G). Then, wj_1uj_1uj_s ... wuu; . ..u;_1 is a cycle longer than C'. This contradic-
tion to the choice of C' implies that do(u;—1) < m — de(u).
The statement 2) can be confirmed indirectly. Suppose thus that dg(u) < ¢ — 1.
From the choice of C' and the fact that H is connected, we see dg(u;—1) = 0 and
d(u,u;—1) = 2. Tt follows from 1) that

d(u) + d(ui) = du(u) + de(u) + dy(ui-1) + de(ui-1)
du(u) +de(u) + 04+ (m — de(u))
- +m =n-1
= n—d(u,ui—1)+1,

VANVAN

a contradiction. Therefore, dy(u) = ¢ — 1 holds.

Next, we show that H is complete. Suppose to the contrary that H is not complete.
Then, H contains a vertex v with dg(v) < ¢ — 1. Since G is connected, there exists
an edge uuy, with v € V(H) and 1 < k < m. By 2) above, we have dg(u) = ¢ —1
and deo(v) = 0. It follows that d(uj_;,v) = 3. Combining with 1) above, we obtain

d(up—1) +d(v) = dg(ug-1)+ do(ug-1) +du(v) + do(v)
< 0+(m—de(u)+(€—-1)+0
= n—de(u)—1 < n-2
= n—dv,ug1)+1,

a contradiction. |
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